
3/28/2024 : Gaussian Mixture Model (GMM)
-----

1 . How to describe non-spherical cluster?

2. What is a GMM ?

3 Inference - How to assign datapoint to cluster ?
↑

4 . Learning - Decide Shapes & locations of clusters
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Covariance
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Captures

- Variance (spread) in each dimension
· Covariances (correlation) between every 2 dimensions
· Overall , says a lot about "shope" of data
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where Clusters have custom shapes

How? For each Cluster; we will learn :

· Nj : Center of each cluster- S
-

params "Location"

x / of · Ej : Covariance matrixo e
each cluster "shape"

· itj : Size (% of points)
of each Cluster "sineity"For this dataset, me

want to learn ! Plan :
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④ Randomly Sample Cluster Zi for point
P(zi = j) = Ej -② Randomly sample Xi from -

a multivariate Gaussian w) mean Nzi , 2 z :



We only observe the xil's

For each i, there's :

&
unobserved AKA "Intent"

- Random variable Zi : denotes true cluster for i

- Random variable Xi denotes value of example i

We observe Xi = xi)
-

Inference : Inferring the probability distribution of a

-->

latent random variable conditioned on

observations

For GMMs : Given :
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- Observed value X for eachXi
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Best guess of parameters Nj , Ei , itj Vi
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How? Bayes Rule-··i O P(2i = j/Xi = x )
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Result : For each X(i) , we get

P(Zi = 1/Xi = x (i) = 0
.6

P(2 : = 2(Xi : x ) = 0 . 1

P(2 = 3/ Xi = x ) = 0 .
3

--

- Bayesamm Vs

-Q Unsupervised Supervised learning
↳ Have to keepalternating ↳ First estimate all params
between guessing ↳ Then predict
the Clusters ("labels")
and estimating parameters

O we're trying to fit Assumes2
-

Covariance 2j for P(X , ly) independent of
each jy

So X
, & Xa Plxaly), etc ...

Could be correlated

Conditioned on Cluster ED


