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eMachine Learning : Algorithms that learn from data
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↳Supervised Unsupervised# ELearning Learning

Training dataset : Training dataset only contain Xs
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Cluster structure
Goal-Learn mapping ② Low-dimensional

-Similarity/Relationshipsbetween words
(word2vec)
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K-means clustering Algorithm
Idea #1 : Write down a loss function to
--

define "badness" of assignment 21 ...., In



↳a#2:AddMoreParameterstohelpdefine lossree
N , , . . ., NK where

Nj EIR" is "center of mass" of cluster

Payoff : Loss of assignment & choice of centroids

is how far each x( is from its

assigned centroid

Loss :
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"Reconstruction Error" : of Cluster assigned to x (i)

If we only knew
assignments 21:n &
means NI : K ,

how far are we from

reconstructing &XP,..., x(n) 34..

Gode : Minimize ((Zlin , NI :K) with respect to
2 :n , N : K

Can't do gradient descent becauseis are

discrete it oly be one cluster or another,
no "in-between"

Soltion : Alternating Minimization

④ Start with random choice of Ni , . . ., NK



↳ When Zlin's & Nick's
Alternate untilConvergence

: stop changing .

② Choose z1 :n to minimize L given correct Nick

③Choose Nick to minimize L given current
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Step 3 Minimizing (writ Nick *

Intuitive :
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x(i) = /2i : zi= j3.
-
#of points assigned
to cluster j

- mean of all
x(i)

iT2i= j 3) :

zig

X(i) where zi = j

Rarantee of finding optimal solution
- Algorithm runs until it finds local optimum
= Random initialization affects final result

choose
This is a hyperparameterd

Wrong way : Choose k to minimize loss on dev set

Why not? Larger K always makes loss lower
N

I * 4xxA · T I K= 1 : large loss

x Yx X X

- K=2: Lower loss

K=5 : Loss goes

"Elbow criterion" :

Choose "elbow" = point where correlov
down

goes from steep descent to↑ ·k = 3 Shallow descent

zi K



K-means uses fudidoon distence,
so it assumes that

Clusters are splerical
Goal : New Algorithm
that can learn dinin
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Location and
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Shape of clusters

L
= Covariance

4 ,&x2 are positively* correlated(E

positive covariance

negative comdation :xx x
regative covariance


