
2024 : Bias/variance , MAP , Normal Equations

All) possible Model Family :
-

I
functions from set of functions That our
X to y algorithm can learn

Bias Variance
-↑ O- ·

what you
* ·

Best model

actually
Best possible learn

DirPredictortimal) In family

---

: Errorbecause assumptionsof
Mdsee

Variance : Error because what you learn
--

is not best possible model in model family

↓ ↳ Because training data is always-

incomplete , never covers all possible
cases

Bios-Variance -

= total error of model

ReduceBias Reduce Variance
---

·Make fewer assumptions Make it easier to find
Ex best model in family

Make model family ⑪ make model family
bigger smaller

(Regularization does this)
& Add training data



isthe probabilistic story behind regularization?

I : Think about learning as usage of Bayes Rule .

Besianprobabilistic story :

④ Exists a prior distribution overa
called P(w)

& w gets sampled from p(w)
~

conditioned on W③ Dataset gets generaled
from distribution PCID(W)

Learning godl : Inter most likely value of w

in maximize p(w/ D)observedTcalled MAP ⑱W unknown
maximum
a posterioni must be learned/inferred

⑳By Bayes Rule: P(WID):NI& likelihood of
New ! the datd

Different choices of p(w) y it. What we

give different types
Does not depend maximize for MLE

of regularization onWeigned
centered

For example: Let's assume each wi is Gaussian at 0

-w 1262
ed Nin particular : p(w ;)"Li I E constant

Assumel variance

mean is O

Overall : P(w) is

just*P is








