
/9/2024: Algorithms for Bandit Problems

Exploration VS
. Exploitation
- -

Want to try all the use current knowledge to

possible actions enough times do what seems optimal

-
to gain knowledge of

"Prescribe best treatment"which action is best

↑
"Try various medicines

"

-

Algorithmi Upper Confidence
Bound (UEB)

Tdea :

-

· Player is estimating N(a)= expectedrewardaa
· Estimates are uncertain
↳ UCB: represent uncertainty as a confidence interval

"I think N(a) is between 0.
5 and 0.8"

↑ ↑

· At each time -,

lower ⑳bound bound

Play action with largest upper bound

why ? Optimistic in the face of uncertainty
-

↳ choose action with highest potential to be good

-- tActual Algorithm

-· Define =(a) = ot times "size of dataset"
I -

we tried action a I for action a 2 ↑ !
=

up until time E s
- -

8 =Y
... -

-ng (1) =348(2) = 4

!-· DefineNf(a) = Sample mean , -

of rewards when taking action a

up until time t



Ng (1) = 1
3 g (2)

= 3/4

How uncertain are our estimates N+
/a) ? Did

A : In general , sample mean over a datapoints has
variance of variance of one sample

stadevansaFor UCB : For each actors
,

il = UCB+ (a)
-

- iN(a) fla) -

Clust
+(a) + 2lgS Tnta - I↳
/ * only doing

Only doing exploitation exploration-
&

choosing action based on this choose actions that

only uses proor knowledge, # we've tried fewer times
nottrying to learn more

can get stuck playing
suboptimal action

= balance

-
Gets bisser over time (slowly)
- ?

=> Nevercompletely rule out an action
If we avoid an action

, its UCB
Why is it

lost grows over time until un take it again

↓ Gets bigger as we collectmore data

=> this term gets smaller
=> over time

, do less exploration



Full UCB algorithms :

1 .
For t= 1

,
-

,
K : Try each action once

2. For E= KH, ...,T : choose Az =

argmax UCB+ (a)
-

Theorem : If all rewards are in 10
, 17 :

Regret of UCB is O (ElogTS
Importantly : this is sublinear in T

Alternatively: Define Average Regret as Regret
(amount of regret per timestep)

the average regret of UCB is 0(T)
this -0 as T-8

--

-

ReinforcementLearningon
determine what rewards you observe

(aso s)
· AND actions also can change state (absentinbardits)

(of yourself, of world)

-Class Selection
· Action : Take some classes

,
not others each semester

=Reward: Enjoyment , job
·State : What subjects do you know

examples :

· Robotics
· video games

① Formalism to define a world (no learning yet)

S& Learn how to act in this world



↓
① Assume He world is a Markov Decision Process (MDP)

A States

Example :
Stay (Agest controls)

At each timestop: Start-#
D Chance

guit
D= 2/3E· Agent can stay or- TrewardsCa· If quit : receive $10

, game ends quith p= 1/3
rewardh=o

· T Stay :E
-> Probability : Get $0 ,

end 17 p= 1 &- Probability 2/3 : Get $6
,

continue -> End

reward = 18

Formaldescription f MDPs :

2.9-

->Set of States S ↓ possible configurations / locations of robot)
- StartingState Start
- Actions (S) : Set of possible actions in states

aftertakingactiona statesaAlas:probabilitoftstotostates
a

states
after taking action a in state s

Unknoeg Ce.g .
Reward(Start, Stay , Start) = ↳ )

· IsEnd(s) : Is this an end state?

Game ends when reaching end state
->

What should an agent do If MDP is known?

Policy: Strategy used by an agent ,
denoted it

mapping from states to actions

it(s) + a = Actions (s)
↑ -

current state
* chosen action



Valefunction : The value Vi (S) for policy it and states

is expected ~
Sum of rewards starting at S

,

discounted~Playing policy it

Discounting - Future rewards are less valuable
· At each timestop , probability of Survival I

introduce a discount factor X- 20 , 1)F = prob of survival at each timestep

If we got rewards r, ra ,r, .

discounted sur is R + Urc + Urs + ....


