
"Reconstruction Error" : How well can we reconstruct

Ex, ..., x/3 based on only the

projections of EX"),. ., x(r)3 onto subspace defined by w
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EverySymmetric MatrixI can be written as

I = UDU where D :
↑
x
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11all = I because 11wl = I

and U is ortnormal

=> maximize a
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Optimal solution : Choose aji) for X; that

is the

largest eigenvalve

aj = 0 else



Alternatively: Sont all the eigenvalus so that

x ,
1 x22 ... 2Ad

then best choice of a

= 10
Find 2: Solve for

Solution is :

w = a ,

: (j)= ()
Overal PLA algorithm :

Given Ex , ..., x (3-& Mean-center data

②Compute =
③ Decompose I into UDUT

④ Choose w to be eigenvector corresponding
to largest eigenvalue

-

What if we want >1 dimension?

e.g .

2-D plots

Solution : If you want K
dimensions,

-

use the eigenvectors corresponding to

largest K eigenvalues



Supervised inforcementLearning
Data : CX

Learning
Lilin

, y (3==
Learning algorithm is an agent

Unsupervised Learning that can take actions

Data = ( x(i)3 = ① Influence what Banditsv

Data was handed to us observeI data you

Learning algorithm did ④ Influence
not influence what State of the Bandits X
data was collected world or

agent
-

Bandit Problems :

-
Has actions & observations,

-

but no state

n "one-armed bandit" = Slot machine

Action : Choose I slot machine to try-

Observation : $$ Win or lose

dicine K different candidate medicines

wh unknown success rates

-

: Prescribe (of k medicines to each new patientAction
Observation : Did they get better?
-

ok A burch of videos to recommend,
new user joins with unknown preferences

Action : Recommend a video
-

Observation : Did user watch/like/etc...
-



Formalizationof Bandits :

- Set of actions ( 1, . .

.,
K3

-> Each action has ward distribution Pa(r)
↳eunknown to learner

C↳
part of the environment

What thing do we want to maximize ?
· Casino : $$
- Medicine : Patient welfare

Agent Plays P rounds of a game

At each timt= 1,,T :

· Player has action At Ef , . .,
K3

-
learning

·Player receives reward R+ PAx()
Algorithm
Chooses
based on

previous rewards
R1 , ..., Rt- 1

I
Goal : Maximize total reward

R
+

t= 1

->

To evaluate a bardit algorithm ,
measure its

= How well you did relative to best possible

strategy
Define N(a)=Epa[R] (expected reward when

choosing action a)

Optimal action at
=

argma
,...3

N(a)



Regret = N(ax) .T - [R]
- -

expectedreward
on Expected reward

when using our

Strategy learning algorithm

Ideally ,
want small regret

Any good algorithm will still have non-zero regret

↓I has to try all the actions first


