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Features = [1 , X] Features = [1 , X,*2 ] Features=

[1 , x , x2, . . ., x 7]
"Underfitting" good balance

zero training loss !between

too simple underfitting& learns function that

overfitting is tooplex
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Test
Training Development Data

Data Evaluate how well

What we use to CorData idation") model generalizes
learn parameters/ Use to to new examples
train the model Choose Must be "held out"

Hyperparameters hidden from model

during training








