
-6/2024: Linear Regression I

& How can we learn more complex functions ?
-② Why does gradient descent work for lin

. reg.?

③ Why use squared error ?
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Solution : Add more features
-
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Linear regression is linear in the input features
-

1 which we control
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For categorical Features, use same idea,
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FeatureEngineering" : Process of choosing features to use



Why does gradient descent work?
Answer: Linear regression is convex

-

Initial guess

~I #
-
local minimum ↑ global minimum

① Linear regression loss function ((w) is convex

② For all convex functions,

every local minimum
is a global minimum

#e 1: f(x) is convex ESf"(x) 10 everywhere

everywhere

this
only holdswe i

a

= 2 af(x)= - (x)
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⑫2 informally) : Convex functions "hold water"

D3 (formal) : A function f is convex if

For every X
, y in its domain

and every t
- 20 , 17 ,

f ((l- t)y + ty)[(l - t) f(x) + t f(y)
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& If f is convex
,
then

g(x) = + (Ax +b) is convey⑭+ (x)= ex +1)

for any A ,
b constants

③ If f(x) and (x) are convexg
then so is f(x) + g(x)

④ If + is convex and
C is a constant ?O

then 2 f(x) is convex

&(w)= (wix - y·
O· f(x) = X* is convex by (1)

·

(w+y()- g(i))2 is convex by Q
-

↑ 2
parameter constants

· &(mtxl)-yuck is convey by 8
I=1

· (wixi-y is convex by
-

Maximum Likelihood Estimation (MLE)
-
- Posit probabilistic process that generated the data

served· choose parameters to make ob

data most likely observed
E.g. coin flips

Observe data= (H , T , M ,M ,HJ
&
data

unknown
unknown p = probability of heads & parameter

Goals choose p that makes data) - "learning"
most likely



Liver Regression : Assume y'l is drawn from-

↳ SGaussian distribution w/mean wixlin variance
~ determined by

Constant

"true" value
of w

Doexp-xN-26 N-26

"parametered by
w"

↳kelihood of data :

2 (w) = p(y((y()
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Trick : Take the log (increasing function)
list

log &(w)
= log() + - i wI= /-

constant
*
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I (i)& lyic-wix
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maximizing log2(w) is same as

minimizing original ((w)
from lear regression


