
~46/2023: Policy Gradient methods

Previously : -Learning : Given (S , a) , predict Rop (S, a)
"regression"

Today : Policy Gradient : Given S
,
predict a
"classification"
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How to train? defined by model parameters &-

· Normal Supervised learning requires knowing
best action at given states as training data X
-

Not known for any state
↑

· policy gradient : train to(als) to achieve

high total rewards

Want to maximize value of the policyTo-
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when

using policy
No(als) Plan : VIO) is our training objective ,

maximize with gradient ascent

What is NoV (0) ?






