
Could.#4:Reinforcement learnat 2Data
At every timestep

:

Start at some state s
Take an action ai Transition to new state s
get a reward r

This is "I training example" for

Q-learning
Tabular Q- Learning-
each (S

,a) is 1 parameter to learn
Total ot params is

#State x #actions I can be very very large
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