
# 22023 Finishing GMMs, Starting Dimensionality
Reduction

Reminder: Naive Bayes
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Equivalent view: minimizing reconstration error is
same as maximizing variance of points after

projection
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