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Today : K-Means Clustering Algorithm
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Loss function (Formally) :
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!3 Minimizing (wrt Nick
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How do you choose K ?
&

this is a hyperparameter
Wrong answer

: Fit on a dev Set
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