
3non-parametric methods

Discriminative Generative
e

Naine Bayes
Parametric

/

to learn
.wibas acee

Parameters

#of paranters/size of model

proportional to #of
training examples methods

Usually b need to use I Itraining dataset to

make prediction-

⑧ ⑥ ⑧ ⑧
1 - Nearest Neighbor

tI oO O I Idea: Similar points should have
*

-
⑧⑧>

88.In: ⑧ same label. 08I
1
.Training Step

:

Stone training dateri
a. Test time : Liver

in memory
I X

/
find

most similar training example
Le.g . Euclidean distance) I
return same label as

that

training example

Generalization : K- Nearest Neighbors-
Fina K closest points, return most common label among neighbors
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In high dimensions , you were rarely have close neighbors
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Intuition : Simila points - Only learn lineor
have similar labels decision boundary
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Make a prediction on examplextest by computing
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kernel
Popular Kernel function

: Radial Basis function (RBF)

k(x , 2) = exp(- )
k(x ,z)
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Recap: Logistic Regression

Tragtime :

Wit+= wit n 6 yy ·/."

Ettime: Compute Wiytest If 0 , predict +1-
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else , predict :1



Cam
:

I can rewrite this so that X's

only appear in dot products with other x's

Let's define K(X
,
2) = x+z

Iwill rewrite logistic regression to only
have x's inside (C... )

u (t)
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added to W by time t
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