
-3: Naive Bayes
Classification Algorithm
- -

Discriminative Generative
e -

- Logistic Regression - Nare Bayes
- Softmax Regression
Directly model p(y)x) Model joint distribution p(X, y)

p(x,y) = /14) (4)
e . g . inlogistic Regression- pror distributions

&Fr a given labe
,

p(y= 11x;w) = 6(wix) over labels what does a

plausiblex
Don't try to model p(X) look like?

What to do at test time?

Given x
,
want to predict y

Bayes Rule:

x(y1x):

p(y-kacxy-K)
-

Naive Bayes for inssification,

Data input x is a document

E 5time :

! greatgascone- E New review eg.
"

Greatdirecting
"

- -I terribletinoneaI
- A terrible Bayes: make a keyming simplifying assumption so that

estimating p(xy) is not

IVI = 8 3/5 = -6 too difficult

Parameters
:

- P(y) : != 2/5= · 4

-> p(x;+1) : Distribution over 8 words
- p(x, 1-1)

: Different distribution over 8 words



Naive Bayes Assumption
:

p(x(y) : P1X; 11)

(where x; is juth word of x)

⑦ersofmodelhave C classes, need parameter verthe

i t 1R0 where P(y=K) : TK
· P(X/y) : Because of NB assumption ,

we just have to model p(X; /2)

Imagine C different dice

Each dice has II sidesI d
I vocabulary in Set

of possible words

use twi= P(X; = w/y=K) for some
w-V

② parameters : Apply MLE to joint distribution

les-likethood :
,

log PCX , y(l ; in , it

elgil; ) E, log
P(xly; iiI I

-
only depends on

↓
d for each label K

,
we have

= count (y=1] logT IV)-sided dice
,

k= ( estimate

maximized when

E
P(X;:why =K) = w,e4k : ant)yrk)

n is
. Ewk

w'EV

DO NOT USE IIS Format



Data P(X: "great" / + 1)
= 2/7

acting
: VI

itand -
No :7

scone

E
S

E Smoothing
score

!

*
Ge

-terrible directing terrible -8/7 becauseit

a-+(I Feat executioneI -- Severates
- A terribleE & probabilities

-ing
7 + 8

Suppose : Testexampleothergayi-great
I

e

15

-compute P(X
, y

= 1) = P(y=1P(X)y: 1 = 3/5 + 47 x% = 0

-compute P(X
, y=

- 1) : 215x 03 + 3 = 0
-

By Bayes Rule, get P(y)X)= -
Fix : Laplace Smoothing
I-magine that every (word

,
label pair was

d seen an additional & times

"pseudocounts" I hyperparameter , O

Actual Formula : Tri" -wituxI e
We

total#of

imaginary counts
- that were added
-

Underflow
X : "great directing but the music was ..

"

P(y)P(x(y)
= P(y) pl "great" (y) · pC"directing" (y)

....

multiplying many small It's on a computer
leads to "underflow" is answer is 0



Trick : Work in lo spaceI
-it : Don't compute , (x(y)

p(xy) = ,logp(x; y)Tinstead compute log
How to predict?

· For each labek, compute log P(y=k) + logP(X(y =k)
· K where this is largest also has

largest PCX , y)<) largest P(y=x)x)
-

veBayes for general feature vectors

· So far
,
X was a document with d words

· Now :

X is a list/vector of a features
Feature 1

song" I
& genned pop , dass

...

Feature2
artist

You have 282: 784 i

20 , 13 features

Key diff
: Each feature means something different

same : Naire Bayes Assumption P(xy):10(X; (1)
Different

: P(X
, (y) different from P(Xaly)

e. g. Songs : Feature I Each one is

P(genue : pop /y=1) P(genre-poply=0)I ParameterP (genie : rock (y=1) p(genre
: rock (y =0) Specific to

: feature 1


