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Bas : Error because assumptions of M1
method used
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Enor because what you learnI batpossible model-

which is because training data is incomplete
Total error can be decomposed into bias & variance
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Regularization does this

↑-->Atreg! W can have very large norm- with↑↑
-reg: W constrained to Ball at smal normI--67



*a Posteriori (MAP) estimation

Lextension of maximum likelihood estimation)

Idea : thinkabout learning as Bayesian inference problem-
-

E

Think of everything as a Mardom variable

↳probabilisticstory : && Exists prior distribution over wp(w)/

② soun w gets sampled by nature

-I③ Dataset D is generated conditioned on w , called/p(D(w)
Our gral

: Enter most likely value of w
i.e. maximize wirl w a(wIobservedq

most likel w
given datch

p(wIDY = p(w)
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M wha heD I =Like hood= maximized

doesnt depend on w during MLE

So ignore it
New

Different choices of p(W)
give different regularization terms

For example. Let plu) -
teni/o
-
Gaussian with mean O

and variance 6

max p(wID) = max P(w) p(D1w)
W

-min - logP(u)w)
W- original MLE loss

↓



- logP(w) = - log(are) A - wi
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Closed form solution for linear regression
"Normal Equations")

((w) = +(wix(i) -y(i))2
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Question What if XiX is not invertible ?-

1 : n <d quehavefewe ate samples
Itrain dimension of X'S
examples - #of features

A l
n d

X
T ean(muX**

is linear combination

of columns of XT

I↓ iRdevery columoxix lies in In-dim subspace of

rank (xX) = n <d
=> (X)" does not exist !

Implication : X Xw = Xy has motions

with many features & few examples,
easy to find w to get O train loss

&

manyI
variance

Based on tranning data
we have -

many equally good wis

↳
Some will bebetter
than offers on test data

Common rule of thomb
: "Always"have more example

than features



In practice, use pseudo inverse A
*

· At = Arl when A"exists
· For A**+ b will be a solution

*

see implementpica et Aex
Suppose columns :8j
are equal

-

a tan xix not

invertible
ij

Intritively : also high variance

W
= C , ...

wi
....

w;... I
+108 - 100 many equally good wis

-> 500 + 500 harde to find best one

Rule of thumb : Avoid highly correlated/duplicate features


